**MA\*733 Neural Network**

INTRODUCTION - what is a neural network? Human Brain, Models of a Neuron, Neural networks viewed as Directed Graphs, Network Architectures, Knowledge Representation, Artificial Intelligence and Neural Networks.

LEARNING PROCESS 1 – Error Correction learning, Memory based learning, Hebbian learing,

LEARNING PROCESS 2: Competitive, Boltzmann learning, Credit Assignment Problem, Memory, Adaption, Statistical nature of the learning process,

SINGLE LAYER PERCEPTRONS – Adaptive filtering problem, Unconstrained Organization Techniques,

MULTILAYER PERCEPTRON – Back propagation algorithm XOR problem, Heuristics, Output representation and decision rule, Computer experiment, feature detection.
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