**MA\*721 Theory and Methods of Statistical Inference**

Parametric models, parameters, random sample and its likelihood, statistic and Its sampling distributions, problems of inference. Examples from standard discrete and continuous models such as Bernoulli, Binomial, Poisson, Negative Binomial, Normal, Exponential, Gamma, Weibull, Pareto etc. Concept of sufficiency, minimal sufficiency, Neyman factorization criterion, Fisher information, exponential families. Maximum likelihood estimators, method of moment estimators, percentile estimators, least squares estimators, minimum mean squares estimators, uniformly minimum variance unbiased estimators, Rao- Blackwell theorem, Cramer-Rao lower bond, different examples. Statistical Hyptheses-simple and composite, statistical tests, critical regions, Type-I and Type- II errors, size and power of a test, Neyman Pearson lemma and its different applications. Most powerful test,

uniformly most powerful test, unbiased test and uniformly most unbiased test. Likelihood ratio test. Interval estimation, confidence intervals, construction of confidence intervals, shortest expected length confidence interval, most accurate one sided confidence interval and its relation to UMP test.
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